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Diagnos$c	Sta$s$cs

• Diagnos$cs	are	tools	that	enable	you	to	see	how	good	
or	bad	your	regression	equa$on	fits	the	sample	data	

• They	are	a	way	of	assessing	the	regression	model,	they	
are	not	a	way	of	jus$fying	the	removal	of	data	points	
to	effect	some	desirable	change	in	the	regression	
parameters	(Belsey	et	al.,	1980)

Outliers	affect	the	es.mates	of	the	regression	coefficients



Assump$ons	of	Regression

• Linearity	

• The	outcome	variable	should	be	linearly	related	to	
the	predictor	variable(s)	

• Independent	errors	

• Residuals	of	cases	should	not	be	highly	correlated	

• Tested	with	the	Durbin-Watson	test	—	the	test	
sta$s$c	varies	between	0–4,	where	2	is	ideal	and	
less	than	1	or	greater	than	3	are	generally	bad

Assump$ons	of	Regression

• Homoscedas3city/Homogeniety	of	variance	

• The	residuals	at	each	level	of	the	predictor(s)	
should	have	the	same	variance	

• Normally-distributed	residuals		

• Assumed	that	the	residuals	in	the	model	are	
random,	normally	distributed	with	a	mean	of	0	

• Save	standardized	residuals	and	submit	them	to	a	
Shapiro	Wilk’s	test	of	normality

Assump$ons	of	Regression

• Mul3collinearity	

• Predictor	variables	should	not	correlate	too	highly	

• The	correla$on	matrix	is	useful	for	ge^ng	an	idea	
of	the	rela$onships	between	predictors	and	the	
outcome,	and	for	a	look	for	evidence	of	
mul$collinearity	

• If	there	is	no	mul$collinearity	in	the	data	then	there	
should	be	no	substan$al	correla$ons	(i.e.,	r	>	0.90)	
between	predictors



Assump$ons	of	Regression

• The	variance	infla$on	factor	(VIF)	and	tolerance	are	
sta$s$cs	that	indicate	whether	a	predictor	has	a	strong	
linear	rela$onship	with	the	other	predictor(s)	

• No	hard	and	fast	rules,	but	as	guidelines,	if	the	VIF	is	
greater	than	10	there	is	cause	for	concern	(Bowerman	
&	O’Connell,	1990)	and	if	tolerance	is	below	0.2	it	
indicates	a	poten$al	problem	(Menard,	1995)

Sca6erplots	show	that	the	predictors	have	linear	rela.onships	
with	the	outcome	variable	(and	there	are	no	obvious	outliers)

Plot	of	standardized	predicted	values	(ZPred)	against	
standardized	residuals	(ZResid)	shows	random	values	
and	indicates	that	the	assump.ons	of	homoscedas.city	

and	linearity	have	not	been	violated



PloCng	standardized	residuals	against	predicted	
values	is	useful	for	tes.ng	the	assump.ons	of	

independent	errors,	homoscedas.city,	and	linearity

The	histogram	of	the	standardized	residuals	and	normal	
probability	plot	indicates	that	the	assump.on	of	normally	

distributed	residuals	has	not	been	violated

The	correla.ons	matrix	does	not	indicate	that	there	is	a	
problem	with	mul.collinearity	in	the	predictor	variables



Durbin-Watson	sta.s.c	indicates	that	the	assump.on	
of	independent	errors	has	not	been	violated

Collinearity	sta.s.cs	further	confirm	that	
mul.collinearity	is	not	a	problem	


